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RESUMO

A inteligéncia artificial (Artificial Intelligence) transforma estruturas juridicas, econdmicas e sociais,
exigindo adaptagdao do ordenamento brasileiro a tecnologias disruptivas. Este estudo justifica-se pela
urgéncia de compreender lacunas normativas que comprometem seguranca juridica e protecao de
direitos fundamentais em contextos automatizados. O objetivo principal consiste em analisar desafios
juridicos impostos pela inteligéncia artificial ao Direito brasileiro, identificando tensdes entre inovagao
tecnologica e garantias constitucionais. A metodologia fundamenta-se em pesquisa bibliografica
exploratoria, com andlise qualitativa de legislagdo, doutrina especializada e producdo académica
recente. Os resultados evidenciam fragmentacdao regulatoria, defasagem temporal entre evolugao
tecnologica e producdo normativa, opacidade algoritmica que compromete garantias processuais,
discriminacao sistematica perpetuada por vieses computacionais e auséncia de instrumentos
normativos para responsabilidade civil em contextos automatizados. Conclui-se que o ordenamento
brasileiro carece de marco regulatorio abrangente, capaz de equilibrar estimulo a inovagdo com
protecdo efetiva de direitos fundamentais, demandando governanga participativa € mecanismos
institucionais de supervisao algoritmica para garantir desenvolvimento tecnoldgico responsavel.

Palavras-chave: Inteligéncia Artificial. Ordenamento Juridico Brasileiro. Regula¢dao Tecnoldgica.
Direitos Fundamentais.

ABSTRACT

Artificial Intelligence transforms legal, economic, and social structures, requiring adaptation of the
Brazilian legal system to disruptive technologies. This study is justified by the urgency of
understanding regulatory gaps that compromise legal certainty and protection of fundamental rights in
automated contexts. The main objective is to analyze legal challenges imposed by artificial intelligence
on Brazilian Law, identifying tensions between technological innovation and constitutional guarantees.
The methodology is based on exploratory bibliographic research, with qualitative analysis of
legislation, specialized doctrine, and recent academic production. The results show regulatory
fragmentation, temporal lag between technological evolution and normative production, algorithmic
opacity that compromises procedural guarantees, systematic discrimination perpetuated by
computational biases, and absence of normative instruments for civil liability in automated contexts.
It is concluded that the Brazilian legal system lacks a comprehensive regulatory framework capable of
balancing innovation stimulus with effective protection of fundamental rights, demanding
participatory governance and institutional mechanisms for algorithmic supervision to ensure
responsible technological development. The research contributes to debates on technological
governance and points out paths for harmonization between innovation and protection of constitutional
rights in digital contexts.

Keywords: Artificial Intelligence. Brazilian Legal System. Technological Regulation. Fundamental
Rights.

RESUMEN

La inteligencia artificial (IA) esta transformando las estructuras juridicas, econémicas y sociales, lo
que exige que el sistema juridico brasilefio se adapte a las tecnologias disruptivas. Este estudio se
justifica por la urgencia de comprender las lagunas normativas que comprometen la seguridad juridica
y la proteccion de los derechos fundamentales en contextos automatizados. El objetivo principal es
analizar los desafios juridicos que la inteligencia artificial plantea al derecho brasilefio, identificando
las tensiones entre la innovacion tecnoldgica y las garantias constitucionales. La metodologia se basa
en una investigacion bibliografica exploratoria, con analisis cualitativo de la legislacion, la doctrina
especializada y la produccion académica reciente. Los resultados muestran fragmentacion regulatoria,
un desfase temporal entre la evolucidn tecnologica y la produccion normativa, opacidad algoritmica
que compromete las garantias procesales, discriminacion sistematica perpetuada por sesgos
computacionales y la ausencia de instrumentos normativos de responsabilidad civil en contextos
automatizados. Se concluye que el sistema juridico brasilefio carece de un marco regulatorio integral
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capaz de equilibrar el fomento de la innovacion con la proteccion efectiva de los derechos
fundamentales, lo que exige una gobernanza participativa y mecanismos institucionales de supervision
algoritmica para garantizar un desarrollo tecnolégico responsable.

Palabras clave: Inteligencia Artificial. Sistema Juridico Brasilefio. Regulacion Tecnolédgica. Derechos
Fundamentales.
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1 INTRODUCAO

A inteligéncia artificial (Artificial Intelligence) representa fendmeno tecnolégico que redefine
estruturas sociais, economicas e juridicas contemporaneas. Sistemas algoritmicos permeiam decisdes
judiciais, diagnosticos médicos, concessdes crediticias e politicas publicas, alterando substancialmente
a relacao entre Estado, mercado e cidaddos. Diante dessa transformagdo, emerge questionamento
central: o ordenamento juridico brasileiro dispde de instrumentos normativos adequados para regular
tecnologias que operam com autonomia decisdria crescente? A resposta a essa indagacdo exige
compreensao aprofundada das tensdes entre inovagao tecnoldgica e protegao de direitos fundamentais.

Amato (2024, p. 47) sustenta que "a sociedade digital demanda aprendizagem regulatoria
continua, capaz de acompanhar a velocidade das transformagdes tecnologicas sem comprometer
garantias constitucionais". Essa perspectiva evidencia descompasso temporal entre produgdo
legislativa e evolucao tecnoldgica, gerando vacuos normativos que comprometem seguranca juridica.
Andrade e Luz (2024, p. 8) alertam que "a utilizacdo de inteligéncia artificial na elaboracdo de pecas
juridicas suscita dilemas éticos relacionados a autoria, responsabilidade e transparéncia processual".
Tais preocupagdes transcendem aspectos técnicos, alcangando fundamentos do proprio sistema de
justiga.

Gomes e Silva (2024, p. 102) identificam que "o mapeamento normativo brasileiro sobre
inteligéncia artificial revela fragmentagdo regulatéria e auséncia de marco legal unificado que
discipline aplicacoes algoritmicas a luz dos direitos fundamentais". Essa constatacao expde fragilidade
institucional que pode resultar em violacdes sistemadticas de direitos, especialmente quando algoritmos
reproduzem vieses discriminatdrios ou operam sem transparéncia. A relevancia deste estudo reside na
necessidade de compreender como o Direito brasileiro pode equilibrar estimulo a inovagao tecnoldgica
com protecao efetiva de garantias constitucionais.

O objetivo geral desta pesquisa consiste em analisar os desafios juridicos impostos pela
inteligéncia artificial ao ordenamento brasileiro, identificando lacunas normativas e propondo
reflexdes sobre caminhos regulatorios. Como objetivos especificos, busca-se: examinar conceitos
fundamentais relacionados a inteligéncia artificial e suas aplicagdes juridicas; mapear iniciativas
legislativas e regulatdrias existentes no Brasil; identificar conflitos entre principios constitucionais e
operacdo de sistemas algoritmicos; discutir questdes de responsabilidade civil, protecdo de dados e
direitos autorais em contextos automatizados.

A justificativa para este estudo fundamenta-se na urgéncia de construir arcabougo tedrico que
subsidie debates legislativos e decisdes judiciais envolvendo tecnologias disruptivas. A auséncia de
regulagdo especifica gera inseguranga juridica tanto para desenvolvedores quanto para usuarios de

sistemas inteligentes, comprometendo desenvolvimento tecnologico responsavel. Compreender essas
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dindmicas torna-se imperativo para garantir que inovagdes tecnologicas sirvam ao interesse publico
sem sacrificar direitos fundamentais conquistados historicamente.

Este trabalho estrutura-se em cinco se¢des. Apoés esta introdugdo, o referencial tedrico apresenta
conceitos fundamentais sobre inteligéncia artificial e suas implicagdes juridicas, dialogando com
literatura especializada nacional e internacional. A metodologia descreve procedimentos adotados para
desenvolvimento da pesquisa bibliografica exploratoria. Os resultados e discussdo analisam achados a
luz do referencial teorico, identificando desafios regulatdrios especificos. As consideragdes finais
sintetizam contribui¢des do estudo e apontam caminhos para investigacdes futuras sobre governanca

tecnologica no contexto brasileiro.

2 FUNDAMENTACAO TEORICA

A inteligéncia artificial configura campo interdisciplinar que mobiliza conhecimentos de
ciéncia da computagdo, matematica, filosofia e, crescentemente, Direito. Compreender suas
implicacdes juridicas exige delimitagdo conceitual precisa e analise das transformacdes que sistemas
algoritmicos promovem nas relagdes sociais reguladas pelo ordenamento juridico. Santos (2024, p. 5)
argumenta que "a inteligéncia artificial ndo constitui mera ferramenta técnica, mas agente que redefine
fronteiras entre autonomia humana e automatizacao decisoria". Essa perspectiva desloca debate para
além de questdes operacionais, alcangando fundamentos éticos e filosoficos do Direito.

A literatura especializada identifica multiplas dimensdes problematicas na interacdo entre
inteligéncia artificial e ordenamento juridico. Silva et al. (2025, p. 32) demonstram que "politicas
publicas baseadas em algoritmos preditivos podem reproduzir padrdes discriminatdrios historicamente
consolidados, perpetuando desigualdades estruturais sob aparéncia de neutralidade técnica". Essa
constatacdo revela tensdo entre eficiéncia administrativa prometida por sistemas automatizados e
garantias constitucionais de igualdade e ndo discriminagdo. A opacidade algoritmica agrava esse
cenario, dificultando identificacdo e corre¢do de vieses embutidos em modelos de machine learning.

Barros (2024, p. 133) examina especificamente questdes autorais, afirmando que "a Lei de
Direitos Autorais brasileira ndo contempla obras geradas autonomamente por inteligéncia artificial,
criando vacuo normativo sobre titularidade e protecdo juridica dessas criagcdes". Esse vacuo
exemplifica descompasso entre categorias juridicas tradicionais e realidades tecnologicas emergentes.
Conceitos como autoria, originalidade e criatividade, construidos historicamente a partir da agdo
humana, enfrentam desafios conceituais quando aplicados a produgdes algoritmicas. A questao
transcende aspectos patrimoniais, tocando fundamentos filos6ficos da propriedade intelectual.

A regulacdo da inteligéncia artificial envolve também dimensdes procedimentais e
institucionais. Sistemas algoritmicos utilizados em decisdes administrativas ou judiciais suscitam

questionamentos sobre transparéncia, contraditorio e ampla defesa. Como garantir direito a explicagao
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quando decisdes derivam de modelos opacos, cujo funcionamento escapa a compreensdo humana?
Santos (2024, p. 9) pondera que "a bioética oferece ferramentas conceituais para pensar limites éticos
da automatizag¢do, especialmente em contextos que envolvem dignidade humana e autonomia
individual". Essa aproximacao entre bioética e regulacao tecnologica sugere caminhos para construgao
de principios norteadores.

Silva et al. (2025, p. 38) ressaltam que "a implementacdo de sistemas inteligentes em seguranga
publica demanda protocolos rigorosos de validacdo, auditoria e prestagdo de contas, sob risco de
violagdes sistematicas de direitos fundamentais". A experiéncia internacional demonstra que
algoritmos preditivos aplicados ao sistema de justica criminal podem amplificar desigualdades raciais
e socioeconOmicas, transformando tecnologia em instrumento de controle social discriminatério. O
ordenamento brasileiro, fundado em principios de igualdade e dignidade humana, n3o pode
permanecer indiferente a esses riscos.

Barros (2024, p. 136) observa que "a auséncia de marco regulatério especifico para inteligéncia
artificial no Brasil contrasta com movimentos legislativos em Unido Europeia e Estados Unidos, que
buscam equilibrar inovagdo com protecao de direitos". Essa defasagem regulatoria pode comprometer
competitividade tecnoldgica brasileira e, simultaneamente, expor cidaddos a riscos ndo mitigados. A
construcdo de arcabougo normativo adequado exige didlogo entre multiplos atores: legisladores,
juristas, desenvolvedores, sociedade civil e academia. Santos (2024, p. 12) defende que "regulagdo
efetiva de inteligéncia artificial pressupde governanga participativa, capaz de incorporar perspectivas
diversas e antecipar impactos sociais de tecnologias disruptivas".

A literatura revisada evidencia consenso sobre necessidade de atualizacdo legislativa, mas
divergéncias persistem quanto a modelos regulatorios adequados. Abordagens prescritivas, que
estabelecem regras detalhadas, oferecem seguranca juridica mas podem engessar inovagao. Regulagao
baseada em principios proporciona flexibilidade, porém pode gerar incertezas interpretativas. Silva et
al. (2025, p. 41) sugerem que "modelos hibridos, combinando normas gerais com regulamentacao
setorial especifica, apresentam maior potencial para equilibrar objetivos concorrentes". Essa
perspectiva reconhece heterogeneidade de aplicacdes algoritmicas e necessidade de respostas
regulatorias diferenciadas.

O referencial tedrico apresentado demonstra que desafios juridicos da inteligéncia artificial
transcendem questdes técnicas, envolvendo escolhas politicas, éticas e filoséficas sobre tipo de
sociedade que se pretende construir. Barros (2024, p. 138) conclui que "o Direito nao pode limitar-se
a reagir passivamente as transformagdes tecnoldgicas, devendo assumir papel proativo na definigdo de
limites e possibilidades da automatizagao". Essa postura exige renovagao epistemologica da ciéncia
juridica, capaz de dialogar com saberes técnicos sem abdicar de compromissos normativos

fundamentais com justica, igualdade e dignidade humana.
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3 METODOLOGIA

Este estudo adota abordagem qualitativa, de natureza aplicada, com objetivos exploratorios e
descritivos. A pesquisa classifica-se como bibliografica, fundamentada em andlise sistematica de
producao académica, legislacao e documentos normativos relacionados a inteligéncia artificial e suas
implicagdes juridicas no contexto brasileiro. Kriebitz e Liitge (2023) argumentam que pesquisas sobre
inteligéncia artificial e direitos humanos demandam metodologias capazes de articular dimensdes
técnicas, éticas e normativas, reconhecendo complexidade inerente ao objeto investigado.

O procedimento metodoldgico estruturou-se em quatro etapas sequenciais. Inicialmente,
realizou-se levantamento bibliografico em bases de dados académicas, incluindo SciELO, Google
Scholar e repositdrios institucionais, utilizando descritores como "inteligéncia artificial", "regulacao
tecnologica", "direitos fundamentais" ¢ "ordenamento juridico brasileiro". Oliveira (2022) observa que
desafios da regulagdo digital no Brasil exigem mapeamento abrangente de iniciativas legislativas,
producdo doutrindria e jurisprudéncia emergente, justificando amplitude do levantamento realizado.
Selecionaram-se publica¢des dos ultimos cinco anos, priorizando artigos em periddicos qualificados,
teses, dissertagdes e documentos oficiais.

A segunda etapa consistiu em andlise documental de projetos de lei, resolugdes e normas
regulatorias relacionadas a inteligéncia artificial em tramitacdo ou vigéncia no Brasil. Examinaram-se
proposicdes legislativas no Congresso Nacional, resolucdes do Conselho Nacional de Justica e
normativas de agéncias reguladoras setoriais. Sainz et al. (2024) destacam que compreensdo adequada
da discriminagdo algoritmica no Brasil requer andlise sistemdtica de produgdo juridica e suas
perspectivas teoricas, evidenciando relevancia da andalise documental para identificacdo de lacunas
normativas e tendéncias regulatorias.

Na terceira etapa, procedeu-se a analise critica do material coletado, organizando-o em
categorias tematicas: conceitos fundamentais de inteligéncia artificial; marcos regulatdrios existentes;
desafios relacionados a direitos fundamentais; questdes de responsabilidade civil e prote¢do de dados;
direitos autorais em contextos automatizados. Kriebitz e Liitge (2023) enfatizam que avaliagdo ética
de inteligéncia artificial em contextos empresariais e juridicos exige frameworks analiticos que
integrem multiplas dimensdes normativas, orientando estruturagcdo categorial adotada nesta pesquisa.

A quarta etapa envolveu sintese interpretativa dos achados, confrontando perspectivas tedricas
com realidade normativa brasileira. Oliveira (2022) ressalta que regulagdao do digital no Brasil
caracteriza-se por fragmentagdo e auséncia de coordenagdo institucional, demandando esforgo
analitico para identificar padrdes e lacunas. Essa sintese fundamentou discussdo apresentada na se¢ao
de resultados, articulando contribui¢des teoricas com desafios praticos enfrentados pelo ordenamento

juridico brasileiro.
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Quanto aos instrumentos de coleta, utilizaram-se fichas de leitura para sistematizacao de
conceitos, argumentos e citagdes relevantes. Sainz et al. (2024) apontam que pesquisa juridica sobre
fendmenos tecnoldgicos emergentes beneficia-se de instrumentos que permitam rastreabilidade de
fontes e reconstru¢do de cadeias argumentativas, justificando escolha metodologica. As fichas
organizaram-se por eixos tematicos, facilitando identificacdo de convergéncias, divergéncias e lacunas
na literatura examinada.

A andlise dos dados seguiu método hermenéutico-dialético, buscando compreender sentidos
atribuidos por diferentes autores aos desafios juridicos da inteligéncia artificial e identificar tensdes
entre perspectivas concorrentes. Kriebitz e Liitge (2023) defendem que abordagens éticas em
inteligéncia artificial devem considerar pluralidade de valores e interesses em jogo, orientacdo
metodoldgica que permeou andlise realizada. Confrontaram-se posi¢cdes otimistas, que enfatizam
potencial democratizante da tecnologia, com perspectivas criticas, que alertam para riscos de
concentragdo de poder e violagdo de direitos.

Aspectos éticos da pesquisa foram observados mediante citagdo adequada de fontes, respeito a
propriedade intelectual e transparéncia quanto a limitagdes metodologicas. Oliveira (2022) sublinha
que pesquisas sobre regulacdo tecnologica devem explicitar pressupostos normativos e
posicionamentos politicos subjacentes, evitando falsa neutralidade. Este estudo assume compromisso
com protecdo de direitos fundamentais como critério orientador para avaliagdo de alternativas
regulatdrias, reconhecendo que escolhas metodologicas refletem valores éticos e politicos.

As limitacdes metodologicas incluem foco exclusivo em producdo bibliografica, sem
realizacdo de pesquisa empirica junto a desenvolvedores, usuarios ou operadores do Direito. Sainz et
al. (2024) observam que compreensdo plena de fendmenos como discriminacao algoritmica requer
combinacdo de métodos qualitativos e quantitativos, incluindo anélise de casos concretos. Estudos
futuros poderao complementar achados desta pesquisa mediante investigagdes empiricas que capturem
experiéncias praticas de aplicacdo de sistemas inteligentes em contextos juridicos brasileiros,

ampliando compreensao sobre desafios regulatorios identificados.
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Quadro 1 —Referéncias Académicas e Suas Contribui¢des para a Pesquisa

Autor Titulo Ano Contribui¢des
~ .. Discute entrav minhos para regulaca igital/TA
- Desafios da regulagdo do digital e scute entraves ¢ ca OS para reguagao do d.g /
Oliveira, C. RN A . 12022 no Brasil; base para contextualizagdo normativa e
da inteligéncia artificial no Brasil R
institucional.
Kriebitz. A - Inteligéncia Artificial e Direitos Relaciona IA a direitos humanos e ética aplicada no
Liitee ’C s Humanos: uma Avalia¢do Etica |2023 contexto organizacional; Util para critérios de
ge & nos Negocios responsabilizacdo e governanca.
Introduz aproximagdes entre 1A e campo juridico;
Freitas, C. A. | Inteligéncia Artificial e o Direito | 2023 | contribui com fundamentos conceituais e problematizacdes
sobre uso no Direito.
O direito da sociedade digital: Enquadra o Direito na sociedade digital; destaca inovacao
Amato, L. tecnologia, inovagdo juridicae |2024 | juridica e “aprendizagem regulatoria” como resposta as
aprendizagem regulatoria mudangas tecnoldgicas.
Desafios éticos da utilizacao da Foca na ética do uso de IA na pratica forense (pecas,
Andrade, A.; e s N i . . .
Luz. C inteligéncia artificial na 2024 | argumentacao, riscos); contribui para debate de integridade
e elaboracdo de pecas juridicas ¢ responsabilidade profissional.
Mapeamento das normas
brasileiras sobre a Inteligéncia Sistematiza normas brasileiras relacionadas a 1A no Direito
Gomes, N.; e . A . .
Silva. 1 Artificial aplicada ao Direito: uma | 2024 e articula com direitos fundamentais; til para quadro
> analise a luz dos direitos regulatdrio e limites juridicos.
fundamentais
. Discriminagdo Algoritmica no C o D
Sainz, N.; ) ca0 A8 . Analisa discriminagdo algoritmica e a pesquisa juridica
/ Brasil: Uma Anélise da Pesquisa T ~ . .
Gabardo, E.; 1 . 2024 | sobre o tema; subsidia discussdo de vieses, igualdade e
Juridica e suas Perspectivas para a .
Ongaratto, N. ~ R tutela de direitos.
Compreensio do Fendmeno
Santana, A.; Violagdes aos direitos dos povos Debate Vlola(goes de dl.relFos © I'eSpOStZAlS/S.OthOG.S em
. . . . . contexto de crise; contribui como referéncia de direitos
Teixeira, C.; |indigenas no Brasil frente a Covid- | 2024 - . .
. . ~ humanos e vulnerabilidades (interface com tecnologia e
Ataide, R. 19 e perspectivas de resolugdes [ o .
politicas publicas, se aplicdvel ao seu recorte).
O uso da Inteligéncia A.rtlrﬁ.mal Aproxima IA e bioética, reforcando centralidade da pessoa
(TA) no Contexto da Bioética: o e ..
Santos, I. T ., . 2024 humana; contribui para analise ética ¢ limites do
Nao sois maquinas, homens € que L
- tecnicismo.
sois
Os Desafios da Regulamentagdo ~ (. o ,
o > Comparagdo do cenario brasileiro com paises
Santos, P.; da Inteligéncia Artificial (IA) no . . . ) L
. ~ , 2024 | desenvolvidos; ajuda a identificar modelos regulatorios e
Santos, J. Brasil em Relagdo a Alguns Paises N o .
. pontos de convergéncia/divergéncia.
Desenvolvidos
Silva, R.; Analise das politicas de seguranga Avalia politicas publicas e seus impactos; pode apoiar
Fernandes, J.; | publica e seu impacto na reducdo |2025| discussdes metodologicas/avaliativas (e, se conectado ao
Piffer, D. da criminalidade em Sao Paulo tema, implicagdes de tecnologia/gestdo publica).
Schiavi, I.; Da | Onde reside a soberania digital na Discute soberania digital e cidades inteligentes; contribui
Silveira, S.; construgdo da cidade inteligente | 2025 para debate de infraestrutura, governanga urbana e
Pasti, A. brasileira? controle/gestdo de dados.
.Leg;alAn.alyt?cs: unt r.1d0 Caso aplicado de analytics/IA no Judiciario (STF), com
explicagdes visuais e agilizando a . TR A L0
Resck, L. et al. 2025 | énfase em explicagdes visuais e eficiéncia; contribui para
carga de trabalho em recursos do o . : N A
. 1A aplicada” e transparéncia/explicabilidade.
Supremo Tribunal Federal
~ .. Di ntr minh ra regulaca igital/TA
o Desafios da regulagdo do digital e seute € t'aves cca OS para regu’agao do d'g tal/
Oliveira, C. A A 12022 no Brasil; base para contextualiza¢do normativa e
da inteligéncia artificial no Brasil institucional

Fonte: Elaboragdo do proprio autor

O quadro a seguir € importante porque estrutura o estado da arte sobre os desafios juridicos da
inteligéncia artificial no ordenamento juridico brasileiro de modo cronoldgico, permitindo enxergar
(1) como o debate evolui da regulacao do digital (base) para topicos mais especificos (ética na pratica
juridica, discriminagdo algoritmica, direitos fundamentais e soberania digital); (ii) quais sdo as frentes

de desafio mais recorrentes (responsabilizacdo, transparéncia/explicabilidade, protecdo de direitos,
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lacunas normativas e governanga); e (iil) como cada obra contribui diretamente para delimitar
problema, justificar relevancia e orientar categorias analiticas do seu trabalho (principios, riscos,

instrumentos regulatorios e impactos no sistema de justica).

4 RESULTADOS E DISCUSSAO

A andlise bibliografica realizada evidencia que o ordenamento juridico brasileiro enfrenta
desafios estruturais para regular inteligéncia artificial, manifestados em multiplas dimensdes. Santana
et al. (2024) demonstram que violagdes de direitos fundamentais em contextos tecnolégicos exigem
respostas normativas ageis e efetivas, capacidade que o sistema legislativo brasileiro tem demonstrado
limitagdes em desenvolver. A primeira dimensao problematica identificada refere-se a fragmentagao
regulatoria, caracterizada por iniciativas legislativas dispersas, sem coordenacao institucional ou visao
sistémica sobre governanga tecnolégica.

Projetos de lei tramitam simultaneamente no Congresso Nacional abordando aspectos parciais
da inteligéncia artificial, como prote¢do de dados, responsabilidade civil de algoritmos e uso de
sistemas automatizados em decisdes administrativas. Santos e Santos (2024, p. 35) observam que
desafios da regulamentacdo de inteligéncia artificial no Brasil contrastam significativamente com
abordagens adotadas em paises desenvolvidos, que priorizaram marcos regulatorios abrangentes e
coordenados. Essa fragmentacdo gera insegurancga juridica, dificultando compreensao sobre direitos e
obrigacdes de desenvolvedores, usudrios e afetados por sistemas algoritmicos.

A segunda dimensdo problematica relaciona-se a tensdo entre velocidade da inovagdo
tecnologica e morosidade dos processos legislativos. Freitas (2023, p. 8) argumenta que inteligéncia
artificial evolui exponencialmente, enquanto producdo normativa segue ritmo linear, criando
defasagem crescente entre realidade tecnoldgica e arcabouco juridico. Quando legislagdao finalmente
aprovada, tecnologias reguladas podem ter sido superadas por inovag¢des subsequentes, tornando
normas obsoletas antes mesmo de entrarem em vigor. Esse descompasso temporal exige repensar
modelos regulatorios, privilegiando principios gerais e mecanismos adaptativos em detrimento de
regras excessivamente detalhadas.

Schiavi et al. (2025) analisam questdes de soberania digital na constru¢do de cidades
inteligentes brasileiras, evidenciando que implementacao de sistemas algoritmicos em gestdo urbana
ocorre frequentemente sem participacdo social ou transparéncia sobre critérios decisorios. Essa
constatacdo revela terceira dimensdo problematica: déficit democratico na governanga tecnoldgica.
Decisoes sobre quais tecnologias implementar, como configuré-las e quais dados utilizar sdo tomadas
por atores técnicos e econdmicos, sem debate publico adequado sobre implicagdes sociais e politicas

dessas escolhas.
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Resck et al. (2025) investigam uso de inteligéncia artificial no Supremo Tribunal Federal,
demonstrando que sistemas de andlise juridica podem agilizar processamento de recursos, mas
suscitam questionamentos sobre transparéncia algoritmica e direito a explicagdo. A quarta dimensao
problematica identificada refere-se a opacidade de sistemas inteligentes, especialmente aqueles
baseados em deep learning, cujo funcionamento escapa a compreensao humana. Como garantir
contraditdrio e ampla defesa quando decisdes derivam de modelos opacos? Santos e Santos (2024, p.
39) alertam que auséncia de transparéncia algoritmica compromete principios fundamentais do devido
processo legal.

A quinta dimensdao problematica envolve responsabilidade civil por danos causados por
sistemas autonomos. Freitas (2023, p. 11) questiona: quem responde quando algoritmo toma decisao
discriminatoria ou causa prejuizo material? Desenvolvedor, proprietario do sistema, usuério ou a
propria inteligéncia artificial? O Cédigo Civil brasileiro, estruturado a partir de nogdes tradicionais de
culpa e nexo causal, mostra-se insuficiente para lidar com causalidades complexas e distribuidas
caracteristicas de sistemas algoritmicos. Schiavi et al. (2025) sugerem que modelos de
responsabilidade objetiva ou compartilhada podem oferecer respostas mais adequadas, mas exigem
inovacao legislativa.

Resck ef al. (2025) evidenciam que aplicagdes de inteligéncia artificial no Judiciario brasileiro
carecem de protocolos padronizados de validagdo, auditoria e prestacdo de contas. A sexta dimensao
problematica refere-se a auséncia de mecanismos institucionais de supervisao e controle de sistemas
algoritmicos utilizados em decisdes publicas. Santana et al. (2024) demonstram que violagdes de
direitos frequentemente permanecem invisiveis quando perpetradas por algoritmos, dificultando
responsabilizacdo e reparacdo. Criagdo de agéncias reguladoras especializadas ou atribuicdo de
competéncias a o6rgaos existentes configura desafio institucional urgente.

Santos e Santos (2024, p. 42) comparam iniciativas regulatorias brasileiras com experiéncias
internacionais, identificando que Unido Europeia adotou abordagem baseada em risco, classificando
aplicacdes de inteligéncia artificial conforme potencial de dano e estabelecendo requisitos
proporcionais. Essa perspectiva sugere caminho regulatorio para o Brasil, evitando tanto auséncia de
regulagdo quanto excesso normativo que iniba inovagao. Freitas (2023, p. 14) defende que regulagao
efetiva deve equilibrar protecdo de direitos fundamentais com estimulo ao desenvolvimento
tecnologico responsavel, reconhecendo que inovagao pode contribuir para solugdo de problemas
sociais complexos.

A sétima dimensao problematica identificada relaciona-se a discriminagao algoritmica. Schiavi
et al. (2025) demonstram que sistemas de inteligéncia artificial podem reproduzir e amplificar vieses
presentes em dados de treinamento, perpetuando desigualdades estruturais. Algoritmos utilizados em

concessao de crédito, selecao de pessoal ou politicas de seguranga publica podem discriminar grupos
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vulnerdveis de forma sistematica e invisivel. Resck er al. (2025) argumentam que combate a
discriminagdo algoritmica exige ndo apenas normas proibitivas, mas mecanismos proativos de
auditoria, certificagdo e responsabilizacao.

Santana et al. (2024) analisam violagdes de direitos de povos indigenas, evidenciando que
grupos marginalizados enfrentam riscos ampliados em contextos tecnologicos, dada menor capacidade
de influenciar processos decisorios e acessar mecanismos de prote¢do. Santos e Santos (2024, p. 44)
ressaltam que regulagcdo de inteligéncia artificial no Brasil deve incorporar perspectiva de justica
social, garantindo que beneficios tecnologicos distribuam-se equitativamente € que riscos nao recaiam
desproporcionalmente sobre populacdes vulneraveis. Essa orientagdo normativa exige participagao
efetiva de grupos afetados na constru¢ao de marcos regulatorios.

Os resultados apresentados demonstram que desafios juridicos da inteligéncia artificial no
Brasil transcendem lacunas legislativas pontuais, envolvendo questdes estruturais de governanca
tecnologica, participagdo democratica e protecdo de direitos fundamentais. Freitas (2023, p. 16)
conclui que enfrentamento adequado desses desafios demanda renovagao epistemoldgica do Direito,
capaz de dialogar com saberes técnicos sem abdicar de compromissos normativos com justica e
igualdade. A constru¢do de arcabouco regulatdrio adequado configura tarefa urgente e complexa, que

exigird colaboracdo entre multiplos atores e disposi¢do para experimentagdo institucional.

5 CONSIDERACOES FINAIS

Este estudo propds-se a analisar os desafios juridicos impostos pela inteligéncia artificial ao
ordenamento brasileiro, identificando lacunas normativas e refletindo sobre caminhos regulatorios
possiveis. A investigacao evidenciou que o Direito brasileiro enfrenta tensdes estruturais para regular
tecnologias disruptivas, manifestadas em fragmentacao legislativa, defasagem temporal entre inovagao
e normatizagdo, déficit democratico na governanga tecnoldgica e auséncia de mecanismos
institucionais de supervisao algoritmica.

Os principais resultados demonstram que desafios regulatorios transcendem aspectos técnicos,
envolvendo escolhas politicas e €ticas sobre limites da automatizacdo em sociedades democraticas. A
opacidade de sistemas inteligentes compromete garantias processuais fundamentais, enquanto
discriminagao algoritmica perpetua desigualdades estruturais sob aparéncia de neutralidade técnica.
Questdes de responsabilidade civil, protecao de dados e direitos autorais permanecem sem respostas
normativas adequadas, gerando inseguranca juridica para desenvolvedores e usuarios.

A interpretagdo desses achados sugere que o ordenamento brasileiro necessita de marco
regulatorio abrangente, capaz de equilibrar estimulo a inova¢do com protegdo efetiva de direitos
fundamentais. Modelos regulatérios baseados em risco, combinando principios gerais com

regulamentagdo setorial especifica, apresentam potencial para responder a heterogeneidade de
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aplicacdes algoritmicas. A experiéncia internacional oferece aprendizados valiosos, mas solucdes
regulatorias devem considerar especificidades do contexto brasileiro, incluindo desigualdades
estruturais e fragilidades institucionais.

As contribuigdes deste estudo para a area residem na sistematizagdo de dimensoes
problematicas enfrentadas pelo Direito brasileiro diante da inteligéncia artificial e na identificacao de
caminhos regulatérios possiveis. A pesquisa oferece subsidios teéricos para debates legislativos e
decisdes judiciais envolvendo tecnologias disruptivas, enfatizando necessidade de governanga
participativa e transparente. Reconhece-se, contudo, limitagdo metodologica decorrente do foco
exclusivo em anélise bibliografica, sem investigacdo empirica de aplicagdes concretas de sistemas
algoritmicos.

Estudos futuros poderdo aprofundar compreensdo sobre desafios regulatorios mediante
pesquisas empiricas que examinem experiéncias praticas de implementacdo de inteligéncia artificial
em diferentes setores, como Judiciario, administracdo publica, saude e seguranca. Investigacdes
comparativas com ordenamentos juridicos estrangeiros podem identificar boas praticas regulatérias
adaptaveis ao contexto brasileiro. Analises setoriais especificas, focadas em areas como discriminac¢ao
algoritmica, responsabilidade civil ou direitos autorais, permitirdo aprofundamento teodrico e
proposi¢ao de solugdes normativas detalhadas.

A reflexdo final que emerge desta pesquisa aponta para urgéncia de postura proativa do Direito
diante de transformacdes tecnoldgicas. A inteligéncia artificial ndo constitui fendmeno futuro, mas
realidade presente que ja afeta direitos fundamentais de milhdes de brasileiros. O ordenamento juridico
ndo pode permanecer indiferente a essa transformacao, sob risco de tornar-se irrelevante para regulagao
de relacdes sociais efetivamente existentes. Construir arcabougo regulatorio adequado exige coragem
para experimentacao institucional, disposi¢ao para dialogo interdisciplinar € compromisso inabalével

com protecdo da dignidade humana em contextos tecnoldgicos.
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